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Computer-aided process/solvent design is introduced to find a feasible biocompatible solvent for an
extractive fermentation and separation process. The designed biocompatible solvent serves as both the
extractant for extractive fermentation and the entrainer for extractive distillation, to yield water-free
ethanol. Several goals, such as maximizing production rate and extraction efficiency, and limiting solvent
utilization, are simultaneously considered in the optimal solvent design problem. Thus, the design was
olvent design
xtractive fermentation
xtractive distillation
AMD
uzzy optimization

formulated as a mixed-integer nonlinear optimization problem. A two-phase computational scheme was
introduced to solve the problem. The mixed-integer hybrid differential evolution (MIHDE) algorithm was
first applied to solve the problem in order to obtain a feasible solution. The feasible solution was then
served as an initial starting point for the mixed-integer sequential quadratic programming (MISQP) solver
to numerically confirm that the optimal design was achieved. We have compared the crisp and fuzzy

prob
factor
volutionary computation approaches to the design
and yield an overall satis

. Introduction

Bioethanol is a bulk chemical that is often produced by inte-
rated fermentation and separation processes. Such an integrated
rocess for bioethanol production typically involves two major
teps: (1) enhancement of the bioethanol production rate; (2)
ecovery and purification of the bioethanol from the dilute fer-
entation liquor. Achieving high ethanol production rate requires

igh-cell concentration in the fermentor and maximizing the dilu-
ion rate. Continuous fermentation can increase the production rate
1–6]; however, it cannot be carried out with high-cell-density
ultures, which results in low ethanol concentration and a sig-
ificant loss of residual substrate. To increase the efficiency of
he ethanol fermentation process, various cell culture methods
ave been investigated. Continuous fermentation with cell recy-
ling has received considerable interest in recent years as a method
or achieving higher ethanol concentration [7–11]. However, high
thanol concentration may poison viable microorganisms and
inder the fermentation process. Extractive fermentation is an
lternative technique used to reduce inhibition of the end-product,

hich is ethanol in this study, by removing the fermentation prod-
ct in situ [12–17]; however, the toxicity of the organic solvent
sed to remove the product is always a problem [17–21]. Non-
iocompatible organic solvent could be poisonous to microbes

∗ Corresponding author. Tel.: +886 5 2720411x33404; fax: +886 5 2721206.
E-mail address: chmfsw@ccu.edu.tw (F.-S. Wang).

385-8947/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.cej.2010.06.018
lem. The fuzzy goal attainment approach is able to address goal trade-offs
y grade for the problem.

© 2010 Elsevier B.V. All rights reserved.

resulted in inactivity. Several reports have taken advantages of
computer-aided molecular design (CAMD) to design biocompatible
solvents for extractive fermentation [17–19,22–26].

Distillation is a traditional method for recovering and purifying
ethanol from dilute fermentation liquor. The liquor is first dis-
tilled by using heat to concentrate the ethanol up to 192 proof
(96 wt%). Molecular sieves are then used to remove the remaining
water, resulting in 200 proof ethanol (100.0 wt%). In recent years,
extractive distillation has gained widespread acceptance in indus-
trial chemical plants [27,28]. Extractive distillation is a vapor–liquid
process that uses a third component to achieve a chemical sep-
aration. In the case of an azeotropic ethanol/water mixture, the
extractive agent (referred to as the entrainer) enhances the volatil-
ity difference between the mixture components. The solvent can
then be recovered and reused. The solvent can serve as both the
entrainer in extractive distillation and the extractant in extractive
fermentation to reduce the total operating cost; however, such a
solvent should satisfy physical and chemical criteria for both fer-
mentation and separation processes.

CAMD techniques have been successfully applied for design-
ing various types of solvents, including extraction solvents
[16–19,22–24,29–33], absorption solvents [25,26,34–36], distilla-
tion solvents [37,38], reaction solvents [39], and crystallization
solvents [40]. These techniques can be classified in terms of

their solution algorithm into generate and test approaches, and
optimization-based approaches. Generate and test approaches
[29,31,33,37,39] are based on the formation of all possible molec-
ular structures from a specified set of building groups and the

dx.doi.org/10.1016/j.cej.2010.06.018
http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:chmfsw@ccu.edu.tw
dx.doi.org/10.1016/j.cej.2010.06.018
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Nomenclature

br bleed ratio for the cell recycle unit
Convov overall substrate conversion
D0 dilution rate for the fed substrate (h−1)
DE dilution rate based on the effluent solvent flow rate

(h−1)
DR dilution rate based on the influent and effluent

solvent flow rate at the first extractive fermentor,
respectively (h−1)

Ds dilution rate based on the influent solvent flow rate
(h−1)

EE extraction efficiency (%)
Ke ethanol distribution coefficient
Kp saturation coefficient for cell growth on ethanol
KpI inhibition coefficient for cell growth on ethanol
Ks saturation coefficient for cell growth on glucose
KsI inhibition coefficient for cell growth on glucose
LC50 the lethal concentration causing 50% mortality in

fathead minnow (mol/L)
MWj

molecular weight for j = e (ethanol), s (solvent) and
w (water)

PE ethanol concentration in extractive phase (g/L)
PR ethanol concentration in raffinate phase (g/L)
S0 fed substrate concentration (g/L)
SE glucose concentration in extractive phase (g/L)
SR glucose concentration in raffinate phase (g/L)
Tb boiling point for the solvent
Tf melting point for the solvent
�G Gibbs free energy for the solvent
xe

E mole fraction of ethanol in extractive phase
xs

E mole fraction of solvent in extractive phase
xe

R mole fraction of ethanol in raffinate phase
xs

R mole fraction of solvent in raffinate phase

Greek letters
� specific growth rate of Saccharomyces diastaticus

LORRE 316
�max maximum specific growth rate (h−1)
ıl contribution of group l in group contribution-based

model for LC50
ˇi flow rate ratio between influent dilution rate and

effluent aqueous flow rate for the ith extractive fer-
mentor

� the overall solvent selectivity (w/w)
�E

ij
activity coefficient of component j in extractive
phase for the ith extractive fermentor

�R
ij

activity coefficient of component j in raffinate phase
for the ith extractive fermentor

�j valence of group j

s
d
v
o
s
m
t
s
a
p

measure in the solvent design problem. We consider that the rel-
�v overall mass flow rate of fresh solvent (g/h L)
�v density of solvent (g/L)

creening of the generated molecules according to molecular
esign feasibility rules and preselected target physical property
alues. In optimization approaches [18,19,22–26,30,32,35,36,40],
ptimal molecular structures are founded out by formulating and
olving an optimization problem which is generally expressed as
ixed-integer mathematical programming problems. Many litera-
ure reports of optimization-based CAMD problems only consider a
ingle objective to the design problem. Traditionally, process design
nd solvent molecular design have been treated as two separate
roblems, with little or no feedback between the two approaches.
ering Journal 162 (2010) 809–820

Each problem has been conveniently isolated or decoupled from
the other. Multiobjective optimization approaches [25,41–44] can
indeed combine both process and solvent molecular design prob-
lems in order to determine an optimal solvent structure and to
optimize the specifications of process performances simultane-
ously. This approach has certain advantages over a single objective
optimal design that can achieve a compromised result for the inte-
grated processes.

In this study, we will apply the optimization-based CAMD
approach to determine a biocompatible solvent to suit for the
integrated extractive fermentation and distillation process. A bio-
compatible criterion of this CAMD problem requires that the
solvent used to extract ethanol from the continuous fermentation
process be nontoxic solvent to microorganisms [18]. Maximiza-
tion of extraction efficiency is also a key consideration; however,
higher extraction efficiencies require much more solvent utiliza-
tion. Many performance specifications should be considered to
yield a trade-off solution. A fuzzy or flexible optimization approach
is applied to design a biocompatible solvent for the integrated
extractive fermentation process using interval restriction. The
resulting biocompatible solvent serves as both the extractant for
the extractive fermentation and the entrainer for the extractive
distillation, ultimately yielding water-free bioethanol. Moreover,
the crisp optimization approach is also discussed to compare the
results from the flexible approach.

2. Problem formulation

2.1. Description of the integrated process

In this study, we design a novel biocompatible solvent that
serves as both the extractant for removing ethanol from the fer-
mentation liquor, to prevent ethanol-mediated inhibition, and
as the entrainer for extractive distillation, to yield water-free
bioethanol. The integrated extractive fermentation and distillation
process is shown in Fig. 1. The solvent is added to the fermentor to
extract ethanol, preventing product inhibition. The integrated fer-
mentation process consists of a stirred-tank extractive fermentor
with a cell separator, used to filter and recycle the microbes back
into the fermentor to enhance the production rate. The fermented
liquor is then transformed to the extractive distillation process to
yield water-free ethanol and to recover the solvent. The extrac-
tive fermentation is assumed to be operated in a chemostat, and
the ethanol is maintained in a state of liquid-liquid equilibrium at
the operating temperature T = 308 K and pressure P = 1 atm. Fresh
substrate is continuously fed into the fermentor, and the cell-free
extractive stream flows into the extractive distillation column. The
solvent affects the volatility of the ethanol/water azeotope such
that the water becomes the distillate in the rectifying section of the
extractive distillation column. The bottom stream of the extrac-
tive distillation column flows into the second column for solvent
recovery and production of water-free ethanol.

The aim of the study focuses on designing a biocompatible sol-
vent to serve as the extractant for extractive fermentation and the
entrainer for extractive distillation. We apply a separate or decom-
position approach to find the optimal solvent molecular structure
and the operation conditions for the extractive fermentation pro-
cess that is to simultaneously maximize ethanol production rate
and extractive efficiency with subject to process and solvent con-
straints. The relative volatility is also considered as an additional
ative volatility should be greater than the assigned bound value
so that the designed biocompatible solvent is then served as an
entrainer for the extractive distillation in order to yield water-free
ethanol.
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Fig. 1. An integrated continuous extr

.2. Process constraints

In the study, the extractive and raffinate phases in the fermen-
or are assumed to be in phase equilibrium. Using the steady-state

aterial balance for yeast under slightly aerobic condition, we
btain that the aqueous dilution rate in the raffinate phase is equal
o the specific growth rate � of the yeast, expressed in the following
orm:

R = 1
br

� (1)

here br is the bleed ratio of the cell recycle unit and � is the
pecific growth rate of a yeast. The specific growth rate was taken
rom Wang and Sheu [45], that was used the yeast, Saccharomyces
iastaticus LORRE 316, to produce ethanol under slightly aero-
ic condition. As a result, the formulation of the specific growth
ate was in terms of glucose and ethanol concentrations, but not
ncluded the dissolved oxygen, as expressed in the form:

= �mSR

KS + SR + S2
R/KsI

KP

Kp + PR + P2
R/KpI

(2)

here �m = 0.4721 h−1 is the coefficient of the growth rate
h−1), Ks = 27.9036 g/L is glucose saturation constant (g/L),
sI = 213.5899 g/L is the glucose inhibition constant (g/L),
p = 27.9036 g/L is the ethanol saturation constant (g/L),
pI = 41.2979 is the ethanol inhibition constant (g/L), and SR

nd PR are the aqueous substrate and ethanol concentrations (g/L)
n the raffinate phase, respectively.

The steady-state material balances for glucose and ethanol can
e rearranged to form the equality constraint:

DRPR + DEPE

D0S0 − DRSR − DESE
= Ŷps (3)

here S0 is the fed substrate concentration (g/L), SE and PE are the

ubstrate concentration (g/L) and ethanol concentration (g/L) in the
xtractive phase, respectively, and DE is the dilution rate based on
he effluent solvent flow rate (h−1). In this case study, the yield fac-
or is Ŷps = 0.4721. The dilution rate (D0, h−1) for the fed substrate
s defined as D0 = (1/ˇ)DR, where ˇ is the flow rate ratio.
fermentation–distillation processes.

2.3. Solvent constraints

The aim of this study is to apply an optimization-based CAMD
methodology to design a biocompatible solvent for the integrated
extractive fermentation processes. Some physical, chemical, and
biological solvent requirements need to be specified for the CAMD
problem. For predicting liquid phase splitting, we assume that the
process streams from the extractive and raffinate phases in the
extractive fermentor are in phase equilibrium such that the activ-
ity coefficients, �E

i
and �R

i
, can be calculated by the UNIFAC method

[46]. For extractive fermentation, the relationships of phase equi-
librium for each component are therefore expressed as follows:

�E
i xE

i = �R
i xR

i , i = e (ethanol), s (solvent), w (water) (4)

where xE
i

and xR
i
, are the mole fractions of ethanol, solvent and

water in the extractive and raffinate phases, respectively, for the
extractive fermentor. We assume that the process streams from
the extractive and raffinate phases in the fermentor are in phase
equilibrium such that the ethanol distribution coefficient, Ke, the
solvent selectivity, �, and the solvent loss, 	, in raffinate phase can
be calculated as follows [32]:

Ke = �R
e

�E
e

MWw

MWs
(5)

� = �E
w

�E
e

MWe

MWw
(6)

The octet rule, modeled by Odele and Macchietto [35], is
employed to ensure that the resulting solvent molecule is struc-
turally feasible. The acyclic octet rule is expressed as follows:
Nmax∑
i=1

(2 − �j)uji = 2, j = 1, . . . , M (7)

where Nmax is the maximum number of available positions in a
molecule, �j is the valence of group j, M is the number of available

groups in the basis, and the binary variable uji is defined as:

uji =
{

1, if the structural group j appear in ith position of a molecule
0, otherwise

(8)

While the structure of a molecule is selected, the biocompatibility
(−log LC50, mol/L), the boiling point (Tb, K), the melting point (Tf,
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Table 1
Alcohol, alkane, ketone, ether and ester components selected to evaluate the corresponding relative volatilities, biocompatibilities and boiling points.

Alcohol Alkane Ketone Ester Ether

1-Undecanol, C11H24O Dodecane, C12H26 1-Undecanone, C11H22O n-Octyl acetate, C10H20O2 Hexyl ether, C12H26O
H20O

18O
16O
H14O

K
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−
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group: alcohol, alkane, ketone, ether and ester, to compute the cor-
responding relative volatilities, as shown in Fig. 2a. The relative
volatility for each candidate ether is less than the value of two,
suggesting low separation efficiencies and an inability to achieve
1-Decanol, C10H22O Undecane, C11H24 2-Decanone, C10

1-Nonanol, C9H20O Decane, C10H22 2-Nonanone, C9H
1-Octanol, C8H18O Nonane, C9H20 1-Octanone, C8H
1-Heptanol, C7H16O Octane, C8H18 2-Heptanone, C7

), and the Gibbs free energy (�G, KJ/mol) can be evaluated by the
roup contribution method. Moreover, the possible values need to
e restricted to yield a suitable solvent. These inequality constraints
re expressed as follows:

log LC50 =
∑

j

∑
i

ujiıj ≤ BLC50 (9)

L
b ≤ Tb = 198 +

∑
j

∑
i

ujiTbj ≤ TU
b (10)

f = 122.5 +
∑

j

∑
i

ujiTfj ≤ TU
f (11)

G = 583.57 −
∑

j

∑
i

uji�Gj > 0 (12)

here Tbj, Tfj, and �Gj are the boiling point, melting point and Gibbs
ree energy for the contributions of group j, respectively, and can
e calculated from the literature [47]. Quantitatively estimating
iocompatibility can be difficult since there are not many exper-

mental data available regarding the toxicity contribution for each
roup to microbes; thus, the criterion used for fathead minnow is
mployed to cope with biocompatibility for microbes [18]. Thus, it
s supposed that the behaviors of microbes are the same as those
f fathead minnow and the toxicity contribution for each group ıl
o fathead minnow is the same as that for microbes [48]. Using the
roup contribution approach, the toxicity of a selected solvent is
ummed up to its contributed value. Here, LC50 is the lethal concen-
ration that causes 50% mortality in microbes. The bound values for
he biocompatibility (BLC50), the boiling point ([Tb

L, Tb
U]), and the

elting point (Tf
U) are assigned by the designer. The lower bound

f the melting point (Tf
U) is needed to ensure that the solvent is in

he liquid state at the necessary operating conditions.
The aim of this study is to design a novel biocompatible solvent

or the extractive fermentation that also uses as the entrainer for
he extractive distillation to yield water-free ethanol. We consider
he relative volatility of the ethanol and water mixture as a mea-
ure for determining a suitable entrainer that is able to destroy the
zeotrope of the mixture. The relative volatility, ˛e/w , is restricted
s follows:

e/w = �E
w

�E
e

Pvp
w

Pvp
e

≥ ˛U
e/w (13)

here Pvp
w and Pvp

e are the vapor pressures of water and ethanol,
espectively. The relative volatility must be greater than the bound
alue ˛U

e/w
to avoid azeotrope formation.

The bound values expressed in (9)–(13) must be assigned in
dvance to find a suitable solvent. Alcohol, alkane, ketone, ether and
ster are the commonly used molecular groups used in the design
f biocompatible solvents for extractive fermentation [22–24]. The
esigned solvent should have a high relative volatility to facili-

ate the recovery of solvent and yield water-free ethanol in the
xtractive distillation. In this study, we first searched for candi-
ate molecules for alcohol, alkane, ketone, ether and ester with
olecular weight between 100 and 200 g/M from the chemical

atabase (http://webbook.nist.gov/chemistry/) in order to estimate
Heptyl acetate, C9H18O2 Methyl nonyl ether, C10H22O
Hexyl ethanoate, C8H16O2 Hexyl methyl ether, C7H16O
Amyl acetate, C7H14O2

n-butyl acetate, C6H12O2

the bound values. Table 1 lists the components selected from each
Fig. 2. Solvent screening for the extractive fermentation/extractive distillation
problem.

http://webbook.nist.gov/chemistry/
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he desired specifications for extractive distillation. Accordingly,
he group basis set can exclude ether in order to easily fulfil the
nequality constraint (14) during evolutionary search. Therefore,

e chose the group basis set as u = [CH3, CH2, CH, OH, CH3COO,
H2COO, CH3CO, CH2CO] for construction of an optimal solvent
olecule.
Fig. 2b and c shows the biocompatibilities and the boiling points,

espectively, for each group: alcohol, alkane, ester and ketone.
odecanol had been applied to extract ethanol in situ from a

ermentation process [15] and is the toxic solvent, with a biocom-
atibility of 4.25 mol/L. Thus, we assigned a biocompatibility bound
BLC50) of 3.5 mol/L to find a less toxic solvent. Based on Fig. 2c,
he lower and upper bounds for the boiling point were assigned as
01 K and 501 K. The upper bound for the melting point was set to
88 K, such that the selected solvent will remain in the liquid state
uring extractive fermentation.

. Optimal design

.1. Crisp design specifications

The process formulation and constraints of the integrated fer-
entation process have been described in the previous section. We

ext consider maximizing the ethanol production rate as the design
bjective for determining a biocompatible solvent for the inte-
rated process. The single objective function is therefore expressed
s follows:

ax
y,u

f1 = Prod = DEPE + DRPR (14)

here the process operation vector y consists of the dilution rates,
S and DE, based on influent and effluent solvent flow rates, respec-

ively, the flow rate ratio, ˇ, and the bleed ratio, br. The integer
ector u ∈ {1, . . ., 8} is used to represent each molecular group in
he group basis set, [CH3, CH2, CH, OH, CH3COO, CH2COO, CH3CO,
H2CO], for selecting solvent molecular structure. The optimiza-
ion problem becomes a mixed-integer nonlinear programming
MINLP) problem, which consists of real-value variables for deter-

ining process operations and integer variables for selecting the
olvent molecular structure from the group basis set.

The extraction efficiency, solvent utilization rate and conversion
re three additional criteria used in investigating the performance
f the design problem. Higher extraction efficiencies indicate that
he selected solvent is more efficient for the given process. The
xtraction efficiency is therefore defined as the ratio of the ethanol
ecovered in the solvent phase to ethanol production:

E = DEPE

DEPE + DRPR
≥ ML

E (15)

here ML
E is the desired value for ethanol extraction efficiency and

s provided by the designer. An extraction efficiency of one indicates
hat ethanol is completely removed from the fermentor. In contrast,
value of zero indicates that the selected solvent is unable to extract
ny ethanol from the fermented liquor.

To minimize operating costs, the designer should use as little
olvent as possible for the integrated process. The solvent utiliza-
ion rate is obtained from the ratio of the equilibrium composition,
nd is restricted as follows:

s�s =
(

Ke
xE

s

xE
e

DE + xR
s

xR
e

DR

)
PR

MWe
MWs ≤ MU

s (16)
here Ds is the dilution rate based on the influent solvent flow
ate, �s is the solvent density, and MU

s is the upper bound for the
ass flow rate of solvent and is provided by the designer. Glucose

onversion is another criterion for bioreactor performance analy-
is. We stipulated that the conversion should be greater than the
ering Journal 162 (2010) 809–820 813

desired value, ConvL, as follows:

Conv = 1 − DRSR

D0S0
− DESE

D0S0
≥ ConvL (17)

3.2. Flexible design specifications

The single objective design problem under the crisp environ-
ment described thus far is referred to as the crisp-preference design
problem. This problem indicates that the designer has not assigned
a preference goal for the ethanol production rate and the boundary
for each constraint; or alternatively, the designer has assigned the
goal and boundaries, but the optimal solvent and its corresponding
operating conditions must absolutely satisfy both the rigid goal and
the boundaries. However, in practical applications, the goal and the
boundary for each constraint are, in general, interval boundaries,
not a rigid value. Additionally, many optimal design problems can
be formulated as multiobjective optimization problems (MOOP)
to allow for flexible decision making. Two requirements must be
satisfied in the decision-making problem. The first requirement is
to solve the MOOP to obtain the optimal operating variables and
the associated optimal objective function values and constraints.
The second requirement is to check whether each optimal objec-
tive function value and constraints satisfies the pre-assigned goals
and boundaries. If any optimal objective function value does not
satisfy the goals or any constraints are violated, then the designer
must make compromises with respect to some goals and bound-
aries and repeat the problem to obtain a satisfactory solution. Some
preference techniques, such as nonlinear goal programming, com-
promise programming and surrogate worth trade-off methods, can
be employed to solve the decision-making problem. However, such
methods can only be used to solve problems with crisp preferred
goals, but are not suited for interval-constraint boundaries. In this
study, we will apply a fuzzy goal attainment method to overcome
such drawbacks.

In the preference design problem, the designer usually assigns
an interval goal, rather than a rigid value. Here, we consider the
interval goal for the production rate [f L

1 , f U
1 ] and for the extrac-

tion efficiency [f L
2 , f U

2 ], respectively. The preference goal problem
is therefore expressed as follows:

m̃ax
y,u

f1 = Prod�- [f L
1 , f U

1 ] (18)

m̃ax
y,u

f2 = EE�- [f L
2 , f U

2 ] (19)

where [f L
k

, f U
k

], k = 1,2 are the preference intervals, which are pro-
vided by the designer. The symbol “m̃ax” denotes flexible or fuzzy
maximization. Here, the symbol “�” denotes a relaxed or fuzzy ver-
sion of the ordinary inequality “≥”. The fuzzy maximization means
that the design is completely acceptable if the production rate and
extraction efficiency are greater than each corresponding upper
bound f U

k
. Conversely, the design is completely unacceptable if the

maximum production rate and extraction efficiency are less than
the lower bound f L

k
. When the production rate and extraction effi-

ciency are within the intervals [f L
k

, f U
k

], k = 1, 2, it is implied that
the design has some degree of satisfaction.

The fuzzy optimal design problem is also included with the sol-
vent utilization rate as a flexible or fuzzy inequality constraint:

f3 = Ds�s≺- [f L
3 , f U

3 ] = [ML
s , MU

s ] (20)

where the symbol “	” denotes a fuzzy or flexible version of the

ordinary inequality “≤”, and [f L

3 , f U
3 ] is the interval boundary for the

solvent mass flow rate. The fuzzy inequality constraint means that
the design is completely acceptable if the mass flow rate of solvent
is less than ML

s . Conversely, the design is completely unacceptable
if Ds �s is greater than MU

s . When the solvent mass flow rate of is
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ig. 3. The monotonically increasing membership functions for ethanol production
ate (ϕ1) and extraction efficiency (ϕ2), and monotonically decreasing function for
he solvent utilization rate (ϕ3).

ithin [ML
s , MU

s ], it is implied that the design is satisfactory to some
egree.

The fuzzy goal for each objective function can be quantified
y eliciting membership functions from the designer. In maxi-
ization, a fuzzy goal stated by the designer may be to achieve

substantially greater than or equal to some interval”, and the
esigner is asked to determine the subjective membership function,
hich is a strictly monotonically increasing function with respect

o fk:

k(fk) =
{

0; fk ≤ f L
k

, k = 1, 2
dk; f L

k
≤ fk ≤ f U

k
1; f U

k
≤ fk

(21)

here f L
k

and f U
k

represents the value of fk such that the grade of the
embership function ϕk(fk) is 0 or 1 and the grades of the member-

hip for the intermediate function values are expressed by a strictly
onotonically increasing function dk with respect to fk. For concise

resentation for the fuzzy optimization problem, the membership
unctions for both objectives are supposed to be identical, as shown
n Fig. 3. For treating the fuzzy inequality constraint, we propose
he following membership function:

3(f3) =
{

1, f3 ≤ f L
3

d′
3, f L

3 ≤ f3 ≤ f U
3

0, f3 ≥ f U
3

(22)

here f L
3 and f U

3 represents the value of f3 such that the grade of the
embership function ϕ3(f3) is 1 or 0 and the grades of the mem-

ership for the intermediate function values are expressed by a
trictly monotonically decreasing function d′

3 with respect to f3. The
embership function for the inequality constraint is also shown in

ig. 3.
How to choose the membership functions those depend on the

esigner’s preference. Sakawa [49] proposed using five types of
embership functions: linear, exponential, hyperbolic inverse and

iecewise linear functions. For concise illustration of fuzzy opti-
ization problems, the exponential membership functions for each

bjective function and inequality constraint are shown in Fig. 3. The
embership level for each objective and constraint is between zero

nd one. The zero level indicates that the designer is completely
nsatisfactory to the corresponding goal. In contrast, the grade is
cquired to one if the value for each goal is 100% satisfactory. From
ig. 3, we observe that the membership functions for the objec-
ives are dual to those of the inequality constraints. As a result, the
uzzy optimization is to find a compromised solution from these
oals. If both objective functions and the inequality constraint are
ess than their lower bounds, that means we acquire the mem-

ership function value of zero for the objective function and one
or the inequality constraints. The intersection for these member-
hip functions is zero. Conversely, if both objective functions and
he inequality constraint are greater than the upper bounds, the
ntersection for these membership functions is still zero. The aim
ering Journal 162 (2010) 809–820

of fuzzy optimization is therefore to find a maximum intersection
for all membership functions between the desired boundaries.

Having elicited the membership functions from the designer for
each objective function and constraint, the flexible optimization
problem can be expressed as a fuzzy goal attainment problem in
the following form:

min
z ∈ ˝

ϕD = min
z ∈ ˝

[
max

k=1,2,3
{ϕ̄k − ϕk(fk)} + ı

3∑
k=1

(ϕ̄k − ϕk(fk))

]
(23)

where ϕD denotes an aggregation function and the search domain
˝ for the crisp constraints in (3), (9)–(13) and (17). Several aggre-
gation functions are introduced in a textbook by Sakawa [49]. The
value of the aggregation function can be interpreted as a repre-
sentation of the overall degree of satisfaction with the designer’s
fuzzy goals. The first term of the aggregation function is applied to
determine the optimal trade-off solution that is nearest to the ideal
preference goal ϕ̄k, which indicates 100% satisfaction. The second
term is employed to avoid inspection of a unique test for optimal-
ity, in which the constant ı is a sufficiently small positive value of
10−3–10−5.

3.3. Computational strategy

This optimal design problem (23) is a mixed-integer nonlin-
ear programming (MINLP) problem, which consists of real-value
variables for determining process operating conditions and inte-
ger variables for selecting the solvent structure. The computational
flowchart is shown in Fig. 4. In this work, we apply mixed-integer
hybrid differential evolution (MIHDE) [50–52] to solve the MINLP
problem and obtain an optimal solvent and its corresponding oper-
ating conditions. The MIHDE algorithm extends from the real-value
version of hybrid differential evolution (HDE) introduced by Chiou
and Wang [53]. The real coding strategy cannot handle MINLP prob-
lems. Lin et al. [51,52] have introduced a mixed-coding strategy for
HDE, which has been applied to several chemical process design
problems. The MIHDE can use a small population size to find an
optimal solution. In MIHDE, four setting factors are required to be
set as follows: the crossover factor was set to 0.5. The two tolerances
used in the migration operation were set to 0.05. A population size
of five was used in MIHDE for all runs. Each individual consists of
the process operation variables and molecular selection variables.
The integer variables generated from MIHDE, as shown in Fig. 4, are
first applied to select a solvent molecular structure, and then the
selected solvent is combined with the process operation variables
represented as real-valued variables in MIHDE to compute the pro-
cess, chemical and physical constraints. Such data are then applied
to compute the membership function values for the objectives and
constraints. The aggregation function in (23) is severed as the fit-
ness function for MIHDE to generate the next better individuals
towards obtaining an optimal solution. Fig. 4 can be also applied
to solve the crisp optimization problem that the objective function
value and constraints are directly used to evaluate the fitness value
for each individual in the MIHDE algorithm.

Determination of global optimal solution for the MINLP prob-
lems has been one of the major thrust areas in recent years [54–58].
Global optimization techniques can be classified as deterministic
and stochastic approaches. Deterministic approaches like branch
and bound, cutting plane and decomposition schemes guarantee
convergence for a given level of accuracy. The success of a deter-
ministic method, e.g. branch-and-bound like methods, is critically

dependent on the successful solution and optimality of the non-
linear programming (NLP) at each node. The available standard
NLP solvers may get stuck at local optima or may even fail to
solve the NLP problem at the local node. Recently some alternate
approaches that modify deterministic branch-and-bound algo-
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Fig. 4. Computational flowchart for the two-phase algorithm for crisp and fuzzy
solvent design problems. The first phase is to apply MIHDE as a search engine to find
a near optimal solution, and then the solution is used as the starting point for MISQP
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10.42 g/h L for Run 3, which decreased 45% and 63% compared to
the first run.
olver to obtain the refined solution in order to numerically validate optimality for
he solution.

ithms towards solution to global optimality have been proposed.
hese approaches are based on relaxation, partitioning and bound-
ng steps that result in an evolutionary refinement of the search
pace [54–58]. On the other hand, stochastic approaches, such as
enetic algorithms [59–62], MIHDE [50–53], and simulated anneal-
ng [26,32,42,44], do not make any assumptions about the nature
f the convexity of the objective function and constraints. Though
enetic algorithms or MIHDE are often slow and do not guarantee
onvergence, they have been widely used in numerous applications
nd may have high probability to yield global optimal solutions to
omplex problems. Handling of integer variables is relatively easier
nd the solution is generally unaffected by the presence of nonlin-
ar terms involving discrete variables. In this study, we introduce
wo-phase computational schemes to solve the MINLP problem.
he first phase, as shown in Fig. 4, is applied MIHDE to find a feasible
olution, which may be an optimal solution or a near optimal solu-
ion for the process/solvent design problem. The feasible solution
s then served as the initial starting point for a trust region sequen-
ial quadratic programming algorithm [56–58], namely MISQP, to
umerically confirm that the feasible solution obtained by MIHDE is

n optimal solution if the MISQP solver converges and achieves the
early identical solution. The detailed computational procedures
ill be discussed in the next section.
ering Journal 162 (2010) 809–820 815

Penalty function methods represent one of the most popularly
used techniques in evolutionary algorithms to manage constraints
[59]. However, penalty function methods have certain weaknesses
that can become serious when the penalty parameters are too large.
Such a situation makes the penalty function ill conditioned so that
it is difficult to achieve an optimal solution. Lin et al. [52] have
proposed an adaptive penalty parameter strategy into the MIHDE
with a multiplier updating method to enforce global convergence
for constrained MINLP problems. In the present work, we applied
MIHDE with a multiplier updating method, including an adaptive
penalty parameter strategy to solve the optimal process/solvent
design problem. The initial penalty parameters were set to 103 for
all runs. In the computations, we use the sum of the constraint
violations (SCV) to inspect the feasibility of the optimal solution.
SCV was defined as:

SCV =
∑

|ge| +
∑

max{0, gi} (24)

The first term in Eq. (24) indicates the sum of the equality con-
straint violations, and the second one is the sum of inequality
constraint violations. This equation indicates that an optimal solu-
tion with a smaller SCV is a more feasible solution to the problem.

4. Results and discussion

4.1. Crisp optimal design

The crisp optimal design problem is only considered in terms
of maximization of ethanol production rate. The bound values in
(9)–(13) for the solvent properties were discussed in the previous
section. The bound values in (15)–(17) for the operating restric-
tions are assigned as follows: the lower bound for the extraction
efficiency is 70%, the upper bound for the mass flow rate of solvent
is 1000 g/h L, and the lower bound for the conversion is 0.8. The opti-
mal result for the first run is listed in Table 2. The optimal solvent
molecular structure contains three CH3 groups, two CH2 groups,
one CH group, and one CH2CO group. This structure is referred to
as 3-methyl-5-heptanone, which is identified by CAS registry num-
ber as 541-85-5. The resulting maximum ethanol production rate
is 27.86 g/h L. The solvent selectivity, biocompatibility and relative
volatility were 14.7 w/w, 2.96 and 2.2, respectively. Other physical
properties are listed in the first run of Table 2.

Supposing that the designer intends to enhance the ethanol
extraction efficiency, the crisp optimal design problem should be
solved again. For the crisp optimization approach, the designer has
to carry out a series of trade-off procedures towards solving optimal
solvent design problems, such as to tighten or to loosen the limits
for some constraints in the optimization problem, and then to solve
each problem in order to yield a series of optimal designs. The inter-
active procedure is repeated until achieving a compromised design.
From Eqs. (14) and (15), we observe that higher ethanol extrac-
tion efficiency inherently results in deceasing ethanol production
rate. We sequentially increased the bound value for the extractive
efficiency to 80 and 90%, respectively, and then each optimization
problem was solved by MIHDE to yield a trade-off table, as shown
in Run 2 and Run 3 of Table 2. For Run 2 and Run 3 we obtained
the same solvent, which the optimal solvent molecular structure
contains three CH3 groups, one CH2 groups, one CH group, and
one –CH2CO group. This structure is referred to as isoamyl methyl
ketone, which is identified by CAS registry number as 110-12-3.
The ethanol production rate decreased to 15.2 g/h L for Run2 and
The fourth and fifth runs in Table 2 suppose that the designer
aims to use less solvent utilization rate, with bound values of 850
and 700 g/h L, respectively. According to the designer requirements,
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Table 2
Crisp optimal design for the integrated extractive fermentation–distillation process.

Run ME
L (%) Ms

U (g/h L) Solvent structure Ke (w/w) � (w/w) 	 (wt%) ˛w/e −log LC50 Tb (K) Tf (K) Conv (%) Ds �s (g/Lh) EE (%) max f1 (g/h L) SCV CPU Time (h)

1 70 1000 0.37 14.7 2.97e−3 2.2 2.96 435.9 (432.7)a 214.9 99.8 1000.0 70.0 27.86 8.90e−10 4.47

2 80 1000 0.41 13.3 66.17e−32.0 2.67 413.0 (415 ± 7)a 203.6 (199.3)a 81.0 1000.0 82.0 15.20 1.29e−9 5.04

3 90 1000 0.52 13.6 5.85e−3 2.0 2.67 413.0 (415 ± 7)a 203.6 (199.3)a 99.9 1000.0 90.0 10.42 8.70e−10 4.73

4 70 850 0.43 13.6 5.85e−3 2.0 2.67 413.0 (415±7)a 203.6 (199.3)a 99.9 850.0 90.0 8.86 6.79e−10 4.38

5 70 700 0.43 13.3 1.66e−3 2.0 3.25 458.8 (NA) 226.1 (NA) 80.0 700.0 90.8 4.79 1.13e−8 4.37

NA: not available.
a Data was accessed from NIST Chemistry WebBook (http://webbook.nist.gov/chemistry/).

http://webbook.nist.gov/chemistry/
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Table 3
Flexible optimal design for integrated extractive fermentation–distillation processes.

Item Case 1 Case 2 Case 3

S0 (g/L) 250 325 400

Solvent structure

f ∗
1 (g/h L) 13.17 18.60 20.99

f ∗
2 (%) 77.0 81.7 83.7

f ∗
3 (g/h L) 930.0 883.5 862.9

ϕ1(f ∗
1 ) 0.329 0.509 0.580

ϕ2(f ∗
2 ) 0.329 0.509 0.580

ϕ3(f ∗
3 ) 0.329 0.509 0.580

Conv (%) 99.8 99.9 99.9
Ke (w/w) 0.29 0.40 0.42
� (w/w) 13.5 14.9 14.6
	 (wt%) 0.0014 0.0028 0.0030
−logLC50 2.6 2.54 2.96
˛w/e 2.02 2.24 2.19
Tb (K) 440.2 (433.2) 436.31 (439 ± 3)a 435.9 (432.7)a

Tf (K) 207.3 229.85 214.9
DR (h−1) 0.11 0.12 0.10
DE (h−1) 1.25 1.3 1.26
ˇ 0.96 0.96 0.92
b 0.03 0.14 0.06
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SCV 3.00e−12
CPU time (h) 4.14

a Data was accessed from NIST Chemistry WebBook (http://webbook.nist.gov/ch

oth crisp optimization problems were solved by MIHDE. The opti-
al results are also shown in Table 2. For Run 4, the optimal solvent
olecular structure is identical to Run 2. For Run 5, the optimal sol-

ent molecular structure contains two CH3 groups, four CH2 groups,
ne CH group, and one CH3CO group. This structure is referred to
s 7-methyl-2-octanone, which is identified by CAS registry num-
er as 1482-13-9. The ethanol production rate decreased 5.8-fold
ompared to the first run. The SCV value for each run is very small
hat indicates each solution is feasible.

.2. Flexible optimal design

An optimal design problem is generally a decision-making
roblem that requires using interactive procedures to obtain a
ompromised result if the designer would like to determine the
ther satisfactory designs. For the crisp optimization approach, the
esigner needs to carry out the interactive procedures towards
olving a series of optimization design problems as discussed in the
revious section (see Table 2) in order to obtain a compromised
esign. Generally speaking, the designer has a preferred goal for
he objective and a preferred limit for each constraint in practi-
al optimization problems. Such goal and limits are rather interval
oundaries. The flexible optimization technique can be applied to
lleviate such an interactive computational burden and to consider
ll preferred objectives and constraints simultaneously in order
o obtain the compromised solution among the preference inter-
als. To solve the flexible goal attainment problem (23), we used
he exponential membership function shown in Fig. 3 to judge the
egree of satisfaction for ethanol production rate, extraction effi-
iency and solvent utilization rate. The lower and upper bounds
ere 5 and 40 g/h L for ethanol production rate, 70 and 100% for

xtraction efficiency, and 700 and 1000 g/h L for the solvent uti-

ization rate. The optimal results obtained by MIHDE are shown in
he first case of Table 3. The optimal solvent structure consists of
hree CH3 groups, two CH2 groups, one CH group and one CH2COO
roup. This structure corresponds to iospentyl propionate, which is
dentified by the CAS registry numbers as 105-68-0. The maximum
3.93e−12 3.61e−13
4.50 5.74

y/).

ethanol production rate and extractive efficiency were 13.17 g/L
and 77%, respectively, which correspond to the nearly identical sat-
isfactory grades of 0.329. The solvent utilization rate was 930 g/h L,
which also corresponds to a satisfactory grade of 0.329. The fuzzy
goal attainment approach is capable of determining a trade-off
result from the interval goals and constraints. The overall satis-
factory grade was 0.329 in this case. The optimal process operating
conditions and physical properties obtained by this approach are
also shown in Table 3.

The fed substrate concentration, S0, was maintained at 250 g/L
in the first case. Higher fed concentration should enhance ethanol
production rate. Therefore, we increased the fed substrate con-
centration to 325 and 400 g/L, respectively, to determine the
corresponding optimal design. The optimal results obtained by
MIHDE are presented in Case 2 and Case 3 of Table 3, respectively.
For Case 2, the optimal solvent molecular structure consists of two
CH3 group, four CH2 groups and one –CH2CO group. Such a struc-
ture is referred to as 3-octanone which is identified by CAS registry
number as 106-68-3. For Case 3, the optimal solvent molecular
structure contains three CH3 groups, two CH2 groups, one CH group,
and one CH2CO group. This structure is as same as that obtained
from the crisp optimization as shown in Run 1 of Table 2. The over-
all satisfactory grade was 0.509 for Case 2 and 0.580 for Case 3.
The overall satisfactory grade is enhanced with increasing sub-
strate concentration. However, 3-octanone has a little bit higher
relative volatility suggesting that it is easier to recover in extraction
distillation.

4.3. Solvent recovery

The designed biocompatible solvents serve as both the extrac-
tant for the extractive fermentation and as the entrainer for the

extractive distillation, to yield water-free bioethanol. The relative
volatility is considered as a design specification in the solvent
design problem, so that the relative volatility ˛w/e for each optimal
solvent is greater than 2.0, as shown in Tables 2 and 3. This restric-
tion means that the designed solvent can be applied for extractive

http://webbook.nist.gov/chemistry/
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ig. 5. Mole fraction distributions for each component in the extractive distillation
olumn using 3-octanone that is obtained from the flexible optimal solution using
he fed substrate concentration of 325 g/L.

istillation to obtain nearly water-free ethanol. The optimal sol-
ents shown in Table 2 and 3 were each applied to the extractive
istillation process, using the UNIFAC method, to evaluate their
eparation ability. For the sake of brevity, we only show the com-
utational results using 3-octanone as the entrainer fed to the
xtractive distillation column. Fig. 5 shows the mole fraction distri-
utions for each component in the extractive distillation column,
sing 18 stages and a reflux ratio of 2.14. The stream from the fer-
entor and the fresh solvent stream are fed to the 7th and 12th

tage, respectively. In this case, the distillate flow rate is 6.12 mol/h.
ig. 5 shows that the water is distilled to the top of the extrac-
ive distillation column, and the solvent and ethanol flow to the
ottom of the distillation column. From Fig. 5, it is observed that

he distillate is almost all water. In contrast, the mole fractions of
thanol, water and 3-octanone at the bottom of the extractive dis-
illation column are 6.52, 0.05 and 93.43 mol%, respectively. The

ole fraction of the remaining water in the bottoms is lower than

able 4
lexible optimal design solved by MISQP using the starting integer variables obtained fro

Item MISQP-Case1

S0 (g/L) 250

Solvent structure

f ∗
1 (g/h L) 2.44

f ∗
2 (%) 83.8

f ∗
3 (g/h L) 911.1

ϕ1(f ∗
1 ) 0.0

ϕ2(f ∗
2 ) 0.582

ϕ3(f ∗
3 ) 0.406

Conv (%) 96.1
Ke (w/w) 0.06
� (w/w) 11.3
	 (wt%) 6.75
−logLC50 3.39
˛w/e 1.7
Tb (K) 435.43 (431.2)a

Tf (K) 199.85
DR (h−1) 0.02
DE (h−1) 1.31
ˇ 0.71
br 0.20
SCV 5.97e−1

a Data was accessed from NIST Chemistry WebBook (http://webbook.nist.gov/chemistr
Fig. 6. Mole fraction distributions for each component in the extractive distillation
column using methyl isovalerate that is obtained from Cheng and Wang [24].

the standard of 1.28 mol%. The bottoms are then fed into the solvent
recovery tower to recover the solvent and yield water-free ethanol.

Cheng and Wang [24] reported an optimal biocompatible for
single and double extractive fermentation processes, although
restriction of the relative volatility was not included in the opti-
mal design problem. In such a case study, methyl isovalerate is also
applied to investigate the separation performance in the extrac-
tive distillation process. Following similar procedures as described
above, the mole fraction distributions for each stage are shown in
Fig. 6. The stream from the fermentor and the fresh solvent stream
are fed at the 7th and 12th stage, respectively. The distillate flow
rate is the same as in the previous case. The water is distilled to the
top of the extractive distillation column; however, the distillate
does not only yield water. The mole fractions of ethanol, water and

methyl isovalerate at the top of the extractive distillation column
are 16.2, 53.82 and 29.98 mol%, respectively. In contrast, the mole
fractions for ethanol, water and methyl isovalerate at the bottom
of the extractive distillation column are 5.65, 2.76 and 91.59 mol%,

m the optimal molecular structures for each case study in Table 3.

MISQP-Case2 MISQP-Case3

325 400

1.74 2.23
86.1 85.4

1000.0 790.5
0.0 0.0
0.656 0.634
6.22e−7 0.795

87.4 99.5
0.06 0.07

13.3 14.6
6.98 6.83
3.39 3.39
2.0 2.2

435.43 (431.2)a 435.43 (420.7)a

199.85 199.85
0.01 0.01
1.43 1.13
0.98 0.98
0.16 0.17
2.29e−10 7.68e−11

y/).

http://webbook.nist.gov/chemistry/
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espectively. The mole fraction of the remaining water in the bot-
oms is greater than the standard value; thus, methyl isovalerate is
nsuitable as an entrainer for extractive distillation.

.4. Numerical comparison

In the first computational phase, we have applied the MIHDE
lgorithm to solve crisp and fuzzy optimization problems, respec-
ively. In the second computational phase, we applied the Fortran
ubroutine MISQP, which is provided by Professor Schittkiwski, to
olve the optimization problems. For concise explanation, we show
he results for the fuzzy goal attainment problem only. The MISQP
olver is a trust region sequential quadratic programming algo-
ithm and has succeeded to solve several mixed-integer nonlinear
rogramming problems [56–58]. The default values for real options
nd integer options in MISQP are used to solve the problems. The
nteger variables are used to represent the eight molecular groups.
s a result, they are unable to be relaxed as real numbers in solv-

ng progress. The nearest integer option in MISQP is used to select
he corresponding molecular group. The fuzzy goal attainment
roblem is a non-differentiable min–max problem, which can be
irectly solved by MIHDE. However, when MISQP is applied to solve
he problem, it has to be converted into a smooth one by adding
ne additional variable and three inequality constraints. The solu-
ion quality for MISQP depends on the assigned starting values. In
he computations, we have first carried out 20 runs for solving the
olvent design problem by MISQP with using randomly starting
alues. By using such randomly starting values, a feasible solution
s incapable to achieve because the acyclic octet rule in Eq. (8) is
nable to meet. We next use the solvent obtained from Cases 1, 2
nd 3 in Table 3 as the starting integer values, but starting real
alues are randomly generated. Table 4 shows each convergent
esult obtained by MISQP using the corresponding starting value.
he optimal solvents are 3,4-dimethyl-2-hexanone for Cases 1 and
, and isobutyl isopropyl for Case 3. Both Cases 2 and 3 are the

ocal optimal solutions because the SCV of 2.29e−10 and 7.68e−11
re very small. However, both production rates are about one-tenth
maller than those obtained from MIHDE as shown in Cases 2 and 3
f Table 3. For Case 1, we obtained the premature solution, because
oth material balance equation (3) and relative volatility constraint
13) are unsatisfied. We also use each optimal result obtained from
able 3 as the starting integer and real values for MISQP in order
o solve each problem. MISQP can obtain the complete identical
esigns to those of MIHDE, except the SCV of 2.27e−9, 2.36e−8
nd 3.81e−9, respectively. This numerical validation is shown that
he results of Table 3 obtained by MIHDE are the optimal solutions.

. Conclusions

In this study, the relative volatility restriction is introduced in
he solvent design problem to find the optimal solvent molec-
lar structure and the operation conditions for the extractive
ermentation process. The design problem was formulated as a

ixed-integer nonlinear programming problem to design a novel
iocompatible solvent that serves as the extractant, to remove
thanol from the fermented liquor and prevent ethanol inhibition,
nd also as the entrainer for the extractive distillation, to yield the
ater-free bioethanol. CAMD problems are generally considered
ith a single objective in an optimal design problem. For practi-

al applications, however, several goals should be simultaneously

atisfied in the optimal design problem. The flexible optimization
pproach is more convenient technique than the crisp approach to
esign a biocompatible solvent for the integrated extractive fer-
entation/distillation process for ethanol production. In the crisp

pproach, the designer has to apply an interactive computational

[

[

ering Journal 162 (2010) 809–820 819

procedure, as shown in Table 2, to find a satisfactory solution. How-
ever, the interval goals and constraints are assigned by the designer
in advance, and are directly applied for the flexible optimization
problem to determine an optimal solution through the goal attain-
ment method. The goal attainment method is to find a satisfactory
solution of the Pareto frontier. Moreover, the degree of satisfaction
for each objective function and constraint could be obtained from
the solution. The designed biocompatible solvent serves as both the
extractant the extractive fermentation and the entrainer for extrac-
tive distillation, to yield water-free ethanol. In this solvent design
problem, we considered the performance for the extractive fermen-
tation process only that is to find the optimal solvent molecular
structure and the operation conditions to simultaneously maxi-
mize ethanol production rate and extractive efficiency with subject
to process and solvent constraints. The economical and environ-
mental issues have been applied as design criteria to evaluate the
integrated solvent and process design [25,41–44]. Such criteria can
be used as alternative measured indexes to the integrated extrac-
tive fermentation and distillation process.
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